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FOREWORD

Ethics and Governance of Artificial Intelligence for Health
WHO Guidance

Foreword by Dr Soumya Swaminathan, Chief Scientist

”Our future is a race between the growing power of technology 
and the wisdom with which we use it.” 

Stephen Hawking 

This quote by the famed physics Nobel Laureate reminds us of the great opportunities and challenges 
that new technologies hold in the health sector and beyond. In order to harness the power of science 
and innovation, WHO’s Science Division was created in 2019 to support Member States in achieving the 
health-related Sustainable Development Goals (SDGs) and emergency preparedness and response. The 
Division provides global leadership in translating the latest in science, evidence, innovation, and digital 
solutions to improve health and health equity for all. This is in keeping with WHO’s 13th Programme of 
Work (2019-2023) which stipulates that “…WHO’s normative guidance will be informed by developments 
at the frontier of new scientific disciplines such as genomics, epigenetics, gene editing, artificial 
intelligence, and big data, all of which pose transformational opportunities but also risks to global health.”

Artificial intelligence (AI) has enormous potential for strengthening the delivery of health care and 
medicine and helping all countries achieve universal health coverage.  This includes improved diagnosis 
and clinical care, enhancing health research and drug development and assisting with the deployment 
of different public health interventions, such as disease surveillance, outbreak response, and health 
systems management. 

AI could also benefit low- and middle-income countries, especially in countries that may have significant 
gaps in health care delivery and services for which AI could play a role.  With the help of AI-based tools, 
governments could extend health care services to underserved populations, improve public health 
surveillance, and enable healthcare providers to better attend to patients and engage in complex care.  

At the same time, for AI to have a beneficial impact on public health and medicine, ethical 
considerations and human rights must be placed at the centre of the design, development, and 
deployment of AI technologies for health. For AI to be used effectively for health, existing biases in 
healthcare services and systems based on race, ethnicity, age, and gender, that are encoded in data 
used to train algorithms, must be overcome.  Governments will need to eliminate a pre-existing digital 
divide (or the uneven distribution of access to) the use of information and communication technologies.  
Such a digital divide not only limits use of AI in low- and middle-income countries but can also lead to 
the exclusion of populations in rich countries, whether based on gender, geography, culture, religion, 
language, or age.

Many of the world’s largest technology companies are investing heavily in the collection of data 
(including health data), the development of algorithms, and AI deployment. The proliferation of AI could 
lead to the delivery of healthcare services in unregulated contexts and by unregulated providers, which 

v



ETHICS AND GOVERNANCE OF ARTIFICIAL INTELLIGENCE FOR HEALTH

6

might create challenges for government oversight of health care. Therefore, appropriate regulatory 
oversight mechanisms must be developed to make the private sector accountable and responsive 
to those who can benefit from AI products and services, and can ensure that private sector decision-
making and operations are transparent.  

If employed wisely, AI has the potential to empower patients and communities to assume control of 
their own health care and better understand their evolving needs. But if we do not take appropriate 
measures, AI could also lead to situations where decisions that should be made by providers and 
patients are transferred to machines, which would undermine human autonomy, as humans may 
neither understand how an AI technology arrives at a decision, nor be able to negotiate with a 
technology to reach a shared decision.  In the context of AI for health, autonomy means that humans 
should remain in full control of health-care systems and medical decisions.  

This WHO guidance document is the result of a two-year development process led by two Departments 
in the Science Division - Digital Health and Innovation and Research For Health. WHO has worked with 
a leading group of twenty experts to identify core principles to promote the ethical use of AI for health 
- these are the first consensus principles in this field.  The six core principles identified by the WHO 
Expert Group are the following: (1) Protect autonomy; (2) Promote human well-being, human safety, and 
the public interest; (3) Ensure transparency, explainability, and intelligibility; (4) Foster responsibility and 
accountability; (5) Ensure inclusiveness and equity; (6) Promote AI that is responsive and sustainable.

To implement these principles and human rights obligations into practice, all stakeholders, whether 
designers and programmers, providers, and patients, as well as Ministries of Health and Ministries of 
Information Technology, must work together to integrate ethical norms at every stage of a technology’s 
design, development, and deployment.  

Finally, I would like to thank all experts, stakeholders, and partners in the UN family and beyond who made 
essential contributions to the development of this document. I hope that this report will help to ensure 
that the development and use of AI for health will be guided by appropriate ethical norms and standards, 
so all populations can equally benefit from the great promise of these technologies in the future.

vi
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