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a) Censoring and truncation

Censoring
Truncation




Censoring

* We want to estimate the effect of x on a continuous variable y* (latent
dependent variable)

 We always observe x but we observe the dependent variable only above a
lower threshold L (censoring from below) or below an upper threshold U
(censoring from above)

e Censoring from below (or left):
_ {y* if y*>1L
Y=L ify <L

 Example: exports by firm i are equal to the export value if the export value
exceeds L, or equal to L if the export value is lower than L

Censoring from above (or right):
_ {y* if y*<U
Y= ify*=2U
 Example: recorded exports are top-coded at U. Exports by firm i are equal to the

export value if the export value is below U, or equal to U if the export value is
above U



Truncation

* We want to estimate the effect of x on a continuous variable y* (latent
dependent variable)

* Truncation from below (or left):

y=y'ify >L

e Allinformation below L is lost
* Example: exports by firm i are reported only if the export value is larger than L

* Truncation from above (or right):

y=y'ify <U

* Allinformation above U is lost
 Example: in a consumer survey, only low-income individuals are sampled
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Assumptions and estimation
y'=x'f+¢

where
e~ N(0,0%)

* This implies that the latent variable is also normally ~ : y* ~ N (x'f,0%)

 We observe:
_ {y* if y*>0
Y=o ify*<o0

* Tobit estimator is a MLE, where the log-likelihood function is detailed,
for instance, here


http://www.pareto-optimal.com/spring2006/econ203c2003ec203c-13.pdf

Why OLS estimation is inconsistent

1.

OLS estimation on the sample of positive observations:
Ely|x] = E|ly*|x,y* > 0] =x'B + Ele|lx, e > —x'f]

Under the normality assumption: €|x ~ N (0, %), the second term

becomes 0/1( ’ﬂ) where A(+) = ¢8

If we run an OLS regression on the sample of positive observations, then

is the inverse Mills ratio

we should also include in the regression the term A (%)

A failure to do so will result in an inconsistent estimate of f due to
omitted variable bias (A(+) and x are correlated in the selected sub-

naniilatinn)

Mn SR, SRS = 4B

https://www.yunbaogao.cn/report/index/report?reportld=5 7497




