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PREFACE

The body of this book consists of the material presented by the author
at various seminars and training centers organized by FA0. The aim of
these lectures was to spread awareness of the quality problem of statistical
data and to promote interest in quality checks as a source of guidance
on the adequate uses of data and on the ways and means of improving the
methods used.

The composition of the book reflects these aims, First of all, an effort
was made to explain in some detail what happens if errors are introduced
into the data collected and what problems arise as a result. Afterward
examples and experiences were presented in order to illustrate the signifi-
cance of these problems. Similarly, in the presentation of techniques that
might be involved in checking the quality of data, emphasis was laid on
the explanation of the logic of the procedures rather than on the analysis
of various techniques that were actually used under specific circumstances.
At the end of the book a bibliographical list has been added. This list
may offer some useful guidance to those who want to continue the
study of material covered in the book.

In writing the book an effort was made to give a text that would be
as simple as possible. In fact, an elementary course of statistical theory
and a basic course on the theory of sample surveys are sufficient for an
understanding of the text.

The reader may be surprised to see in this book definitions of certain
basic concepts of survey techniques, such as biased and unbiased estimates,
mean square error, etc. In spite of the fact that these concepts are known
to all statisticians, it was thought necessary to include them in a text that
aims at dealing systematically with all the topics that are encountered in
a study of the quality of data.
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A draft of this book has appeared in mimeographed form under the
title Sampling methods and censuses, Vol. I1: Quality of statistical data,
FAO, 1963. An earlier and very summarized version of it was presented
at the annual meeting of the Yugoslav Statistical Society under the title
Quality problems of statistical data (in Serbo-Croatian), Ljubljana, 1956.

P.V. SUKHATME
Director, Statistics Division
FAO, Rome
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1. SOME BASIC CONCEPTS

L1 Definition of errors

Before a survey can be made there are many factors that have to be
determined. Such factors are concepts and definitions, methods of collect-
ing data, the units to be used in expressing the response, the tabulation
program, the survey program, the wording of questions, etc. We refer
to all these factors under the general term of the adopted system of work.
Accordingly, the adopted system of work shows what data are to be
collected in a survey, in what way they are to be collected, etc.

The adopted system of work is shaped according to the aims of the
survey. Since it represents a fixed system of concepts, definitions, pro-
cedures, and operations that constitute the survey, the specification of
the adopted system of work makes it possible to judge whether the action
taken is in agreement with the action prescribed. Needless to say, this
possibility is sometimes only theoretical.

On the basis of the concept of the adopted system of work the concept
of the true value can be defined. The true value is simply the result that
should be obtained in a particular survey operation if the adopted system
of work is carried out correctly. The true value is the ideal! result of a
particular survey operation; it is obtained if the work is done in absolute
conformity with the adopted system of work.

There are several types of true value. The first is the individual true
value of a characteristic for a given unit of population. The individual
true value follows from the application of the adopted system of work in
obtaining the value of a characteristic for a given unit. If in a census of
population the age of the head of the household is required in years com-
pleted at the last birthday, the true value of this particular item is the
number of years the head has in fact completed irrespective of whether
he is aware of this value or net, and independently of what he has stated
in the census. The true value of the total area of a holding as expressed
in hectares would be the sum of the true values of the area of individual
fields rounded off to the nearest integer. It is therefore evident that, after
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the adopted system of work is fixed, the true value becomes a defined
quantity.

In some cases it will not be easy to visualize the meaning of true values.
By way of example, it is sufficient to remind the reader of “intention”
surveys, such as planting intentions. However, the difficulty arising here
as well as the practical difficulty of ascertaining true values should not
prevent the use of this concept, since, in fact, the real essence of errors
in statistics can hardly be described without it.

In addition to individual true values we also speak of true values of
totals, averages, proportions, coefficients of correlation, and other statis-
tical measures. The meaning of these concepts is obvious.

In order to define the true value of the population total we use the
symbol x; to designate the true value of a characteristic for the i-th unit
of the population. It is assumed that the total number of units of this
population is equal to N. The true value of the population total for
this characteristic is then defined as

X=3x (1.1)

Definitions of the true values of other statistical measures are obvious.

It is clear that individual true values are not always achieved in survey
practice for all the units. The results achieved factually will be called
survey values. The survey value of the i-th unit of the population for
the same characteristics as before, viz. x;, will be designated by z,. By
analogy with the definitions of true values we distinguish individual survey
values and survey values of various statistical measures. It is clear that
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Individual errors may be positive and negative. If the survey value
is equal to the corresponding true value, i.e., when z; = x; or d =0,
we say that z; is accurate. On the other hand, if d; # 0, z; will be called
ingccurate.

The following are some additional concepts. From (1.3) we have

2= x, 4 d, (1.4)
and

N N N

z Z; = Zx,-—}- Zd,
or

Z=X+D (1.5)

The quantity D is called the higs. Clearly, if D = 0, the survey value
of the population total for a given characteristic is equal to the correspond-
ing true value, In this case Z is said to be accurate or unbiased. Vice
versa, if D # 0, Z is said to be biased.

Using (1.3) or (1.4) it is easy to define biases in other statistical measures.

From a practical point of view great importance is attached to the
frequency distribution of individual errors. If positive and negative errors
are distributed at random around zero, the estimates of totals and aver-
ages will be unbiased. In many cases, however, there is some pattern
in errors in the sense that either positive or negative errors predominate.
In such a case we speak of systematic errors. Totals and averages based
on data subject to systematic errors will normally be biased. The bias
is thus the ret effect of all the errors.




